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Abstract

The main aim of breast cancer conservative treatment is the optimisation
of the aesthetic outcome and women’s quality of life, without jeopardis-
ing local cancer control and overall survival. Recently, a deep learning
algorithm, used in conjunction with a shortest-path algorithm that models
images as graphs, has been proposed and achieved state-of-the-art results.
However, it is both time-consuming and computationally complex. In this
work, we studied a novel algorithm based on the interaction of deep im-
age segmentation and deep keypoint detection models capable of improv-
ing both performance and execution-time on the breast keypoint detection
task.

1 Introduction

Breast cancer ranks as the most frequent cancer among women [1, 5]. De-
spite being a highly mutable and rapidly evolving disease, it is estimated
that most breast cancers are curable if properly detected and treated [8].
Under this paradigm, it is possible to surgically treat most cancers with a
breast cancer conservative treatment (BCCT), which does not require the
removal of the entire breast, as in mastectomy [12]. Currently, to perform
the aesthetic assessment of BCCT, the majority of the extracted features
are related to asymmetry measurements [4]. To facilitate the extraction
of such features, it is fundamental to mark breast keypoints. The advent
of machine learning and deep learning opened the possibility to design
novel algorithms based on deep neural networks (DNN) which may be
fully end-to-end (i.e., receive an image and output the aesthetic assess-
ment score). Until the publication of this work [6], the state-of-the-art
algorithm for keypoint detection was a hybrid method based on a DNN
and on traditional computer vision methods, which made it computation-
ally heavy and slow. This work presents the development of a novel breast
keypoint detection algorithm that addresses the efficiency problem while
maintaining or improving the accuracy. A study of algorithm performance
based on execution time has also been conducted, since, at the long term,
the intention is to deploy such algorithms into a web-based application
that could be accessed by a diversity of devices and operative systems.

2 Deep Keypoint Detection Algorithm

Silva et al. proposed a method [10] that uses a deep neural network
(DNN) for the keypoint detection task, opening the possibility to follow
an integrated learning approach. Following the ideas of Cao et al. [3]
and Belagiannis et al. [2], Silva et al. proposed an architecture that first
learns how to regress heatmaps (in which the ground-truth was obtained
by applying a Gaussian kernel to the keypoints) and, after iterative re-
finement of this heatmap regression, it can predict keypoint localisation.
The heatmap regression is performed with the U-Net model [9]. Then,
to do the keypoint regression, the original images are multiplied by the
refined heatmaps (to improve the initial fuzzy localization of keypoints)
and are fed to a keypoint regression module composed of three blocks:
top layers of the VGG16 [11] (i.e., only the convolutional layers), four
additional convolutional layers and three dense layers. The entire model
is trained, using the iterative refinement of the regression of heatmaps as
a regularisation term of the loss function. The endpoints and the nipples
are obtained with this deep learning algorithm, whereas the contour is re-
fined with the shortest-path algorithm, which models images as graphs,
based on gradients (see Figure 1). However, this procedure is very time-
consuming when compared with the inference process of a deep learning
model only. Also, if one intends to integrate such algorithms into a web
application, it is of utmost importance that performance measurements

(e.g., loading time, execution time) are taken into account when testing
and designing novel methods.
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Figure 1: Hybrid keypoint detection algorithm, from [10].

3 Deep Image Segmentation for Breast Keypoint
Detection

The intuition behind this approach is that it is easier to detect breast con-
tours if one is capable to detect breasts first [7]. This can be seen as a
problem of semantic segmentation, where both breasts are considered the
foreground and the rest is considered the background of the image. The
main hypothesis is that if it is possible to perform the segmentation of
both breasts with high precision, one could proceed to an algorithm of
contour detection and then accurately extract the keypoints related to the
breast contours. With segmentation, the goal is to learn a single solution
(i.e., one image corresponds to one mask). This is important because,
if the DNN is capable of predicting the correct mask, the set of points
of the detected contour will contain a subset of points that belong to the
real breast contour. On the other hand, with keypoint regression, there
is a higher degree of variability, where the DNN can predict points that
belong to the real breast contour and points that do not, negatively influ-
encing the algorithm performance. Furthermore, when compared with the
hybrid keypoint detection algorithm, one expects that this approach will
bring improvements in terms of results and performance, i.e., it would be
faster than the hybrid keypoint detection algorithm.

4 Implementation and Results

The available dataset (221 images) has 37 ground-truth keypoints (4 end-
points, 30 points along the breast contours, 2 nipples and the sternal
notch) resulting in a total of 74 coordinates per image. All experiences
were done taking into account 5-fold cross-validation split into train and
test sets. First, we trained a deep image segmentation model that could
achieve good results in breast segmentation. To train this model, it was
necessary to generate ground-truth breast masks, which were obtained
with the support of the ground-truth keypoints and images.

Taking into account previous results with other models [7], for this
experiment, we decided to use the U-Net++ [13] architecture as the deep
segmentation model. The U-Net++ model was trained and used to gen-
erate segmentation masks. From these masks, contours were extracted.
This first step outputs a variable number of contour keypoints, some of
which are not desired, since they do not belong to what is considered the
breast contour. As a post-processing step, we project the Silva et al. DNN
predicted keypoints onto to the mask contours through the minimization
of the Euclidean Distance between the mask contour keypoint and the
predicted keypoint (see Figure 2). At the end of this processing step, the
final set of breast keypoints is obtained (see Figure 3). We also studied the
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Figure 2: Scheme of the deep image segmentation algorithm for breast
keypoint detection.

performance of both ours and Silva et al. algorithms to assess which one
would fit better into a web-version of BCCT.core, capable of real-time in-
teraction with deep learning models. To perform this study, the execution
time of each algorithm on CPU (Intel R© Core

TM
i7-2600 CPU @ 3.40GHz

× 8) was measured on the test set of each cross-validation fold. Table 1
presents the average error distance (measured in pixels) and the average
execution time (measured in seconds) of each model inference on the test
set. It can be seen that our proposed method surpasses both the DNN and
hybrid keypoint detection algorithms from Silva et al. in the endpoints
and breast contours detection tasks, which were the state-of-the-art breast
keypoint detection algorithms. Moreover, this novel algorithm achieves
lower values of standard deviation and maximum error, which suggests it
is even more robust when compared with the other two. Regarding the
study of performance, it can be understood that the DNN keypoint detec-
tion algorithm achieves better execution time, however, it has the highest
error for the breast contour. Our method presents the best balance be-
tween time-efficiency and accuracy, as it is the most accurate model, and
has a time efficiency comparable to the most time-efficient method.

Figure 3: Example of the results obtained with the proposed deep image
segmentation method. The first image is the input photograph and the
second image is the U-Net++ predicted mask with the detected breast
keypoints (after the processing step).

5 Conclusions and Future Work Recommendations

In this work we presented a novel algorithm based on the interaction of
two deep learning models (a segmentation model, and a keypoint detec-
tion model) that can surpass the state-of-the-art algorithms present in the
literature [6]. Furthermore, a comparative study regarding algorithms per-
formance was done to assess which one would fit better a web-based ap-
plication for the aesthetic assessment of BCCT. Our proposed model re-
vealed itself as the best in terms of keypoint prediction, while being very
competitive in terms of executing time. As future work, the next step will
be to improve results on nipples detection task and to modify this novel
segmentation-based keypoint detection algorithm by integrating all the

Table 1: Average error distance for endpoints, breast contours and
nipples, measured in pixels and average execution time of the models’
inferences. Best results are highlighted in bold. Note: STD stands for
standard deviation and Max stands for maximum error.

Model Endpoints Breast Contours Nipples Execution Time (s)Mean STD Max Mean STD Max Mean STD Max
DNN keypoint detection algorithm 40 33 182 21 8 72 70 39 218 150
Hybrid keypoint detection algorithm 40 33 182 13 14 104 70 39 218 1704
Our keypoint ketection algorithm 38 34 195 11 5 34 70 39 218 280

tasks of its pipeline in a unique DNN with a combined loss function. The
integration and full deployment of this algorithm in a web-application are
also planned.
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