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Abstract

The implementation of routine breast cancer screening and better treatment strategies made possible to offer to the majority
of women the option of breast conservation instead of a mastectomy. The most important aim of breast cancer conservative
treatment (BCCT) is to try to optimize aesthetic outcome and implicitly, quality of life (QoL) without jeopardizing local
cancer control and overall survival. As a consequence of the impact aesthetic outcome has on QoL, there has been an effort
to try to define an optimal tool capable of performing this type of evaluation. Starting from the classical subjective aesthetic
evaluation of BCCT (either by the patient herself or by a group of clinicians through questionnaires) to an objective aesthetic
evaluation (where machine learning and computer vision methods are employed), leads to less variability and increasing
reproducibility of results. Currently, there are some offline software applications available such as BAT© and BCCT.core,
which perform the assessment based on asymmetry measurements that are computed based on semi-automatically annotated
keypoints. In the literature, one can find algorithms that attempt to do the completely automatic keypoint annotation with
reasonable success. However, these algorithms are very time-consuming. As the course of research goes more and more into
the development of web software applications, these time-consuming tasks are not desirable. In this work, we propose a
novel approach to the keypoints detection task treating the problem in part as image segmentation. This novel approach can
improve both execution-time and results.

Keywords Keypoint detection - Aesthetic evaluation - Breast cancer - Deep neural networks

1 Introduction approaches, i.e., lumpectomy, which consists on the removal

of the cancerous tissue with a rim of healthy tissue (free

Breast cancer ranks as the most frequent cancer among
women [17, 33]. Despite being a highly mutable and rapidly
evolving disease, it is estimated that most breast cancers
are curable if properly detected and treated [25]. Thanks
to the widespread use of breast cancer screening and better
treatments, survival rises to 90% at 10 years in the majority
of early detected cases [38]. Under this paradigm, it is
possible to surgically treat most cancers with conservative
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margin) [34]. This type of treatment is commonly known as
breast cancer conservative treatment (BCCT), it mandates
adjuvant radiotherapy to the breast and has similar survival
rates to the more radical mastectomy-based approaches,
which consist of the removal of the entire breast, even
if nowadays, the use of breast reconstruction has become
more frequent [34]. In both cases, mastectomy with breast
reconstruction, and BCCT, it is possible, to obtain good
cosmetic results, and consequently improve patient’s quality
of life.

The assessment of cosmetic results has become crucial
to those performing breast cancer treatment since it is also
a means of evaluating the quality of the treatment and
valuable input to the improvement of current techniques.
Moreover, it has become important to define an objective
evaluation standard for the cosmetic outcome of breast
surgical procedures, as a means to measure the performance
of new surgical and also radiotherapy techniques [10].
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Currently, to perform the aesthetic assessment, a vast
majority of extracted features are related to asymmetry
measurements [6]. To facilitate the extraction of such
features, it is fundamental to mark breast keypoints.
Some semi-automatic methods are already available (see
Section 2), but they need the user to input information and
are not considered efficient (i.e., their execution time is high
and they are computationally complex).

The advent of machine learning and deep learning
opened the possibility to design novel algorithms based
on deep neural networks (DNN) which may be fully end-
to-end (i.e., receive an image and output the aesthetic
assessment score). Currently, the state-of-the-art algorithm
for keypoint detection is a hybrid method based on a DNN
and on traditional computer vision methods, which makes
it computationally heavy and slow (see Section 3). Several
conventional image analysis methods are fast to train (or
require no train at all) but slow to apply to test images. Deep
learning methods are slow to train but fast to apply. As such,
while benefiting in terms of accuracy, the hybrid method
keeps the worst of both in terms of efficiency, being very
slow to train and to test.

The main objective of this work is the development of
a novel breast keypoint detection algorithm that addresses
the efficiency problem while maintaining or improving the
accuracy (see Section 4). A study of algorithm performance
based on execution time has also been conducted, since, at
the long term, the intention is to deploy such algorithms
into a web-based application that could be accessed by a
diversity of devices and operative systems.

Fig.1 Harvard scale examples

(a) Excellent Class

(c) Fair Class
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2 Aesthetic classification of BCCT outcomes
2.1 Assessment

Usually, the evaluation of the aesthetic outcome of breast
cancer surgery is performed by an observer who analyses
several features (colour, shape, geometry, irregularity and
roughness) of the treated breast in comparison with the
untreated one (in case of a unilateral treatment). The main
assumption is that better cosmetic results are a consequence
of more similar breasts. This approach has the advantage
of being able to adapt to the appearance of new emerging
oncoplastic techniques, in which, both breasts are subjected
to surgery, leading to a more challenging comparison [25].
The assessment is done according to the Harvard scale,
introduced by Jay Harris [20], which classifies the overall
cosmetic result into four classes, according to the degree of
differences between the treated breast and the untreated one:

1. Excellent: if the treated breast is nearly identical to the
untreated one - see Fig. 1(a).

2. Good: if the treated breast has some differences when
compared with the untreated one - see Fig. 1(b).

3. Fair: if the treated breast is different from the untreated
one, but not seriously distorted see - Fig. 1(c).

4. Poor: if the treated breast is seriously distorted - see
Fig. 1(d).

To perform the classification of a photograph into the
previously presented four classes (excellent, good, fair and
poor), there are several valid approaches. Nonetheless, one

(d) Poor Class
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can group them into two different clusters: subjective and
objective methods.

2.1.1 Subjective methods

Generally, subjective methods include patients’ self-
evaluation and the evaluation by a single observer or
through a panel of observers. Regarding patients’ self-
evaluation through PROMs (Patient Reported Outcome
Measures), it can be argued that it is the one that best trans-
lates the psychosocial adaptation of patients to the result,
being, thus, a simple way to assess the cosmetic outcome;
however with low reproducibility, due to the influence of
several factors such as age, socio-economic status or the fear
to criticize the treatment itself or the responsible caregiver,
which will impact on how patients’ see themselves after the
treatment and, consequently, impact the final evaluation [1].
Also, the assessment by a panel of observers can prove itself
to be a long and costly process [9].

2.1.2 Objective methods

To overcome the lack of objectivity and reproducibility
related to subjective methods, objective methods were intro-
duced. Historically, it was Richard Pezner the one who
introduced the first objective measure of the breast asym-
metry evaluation: breast retraction assessment (BRA) [28].
This descriptor shows the amount of retraction of the treated
breast by comparing it to the untreated breast. Fig. 2 and
Eq. 1 show how to get BRA points and how to compute
BRA value, respectively.

BRA = \/(XR — x>+ (r—y)?=IR—Ll> M

Pezner et al. were then followed by several other authors
who also introduced important objective descriptors [24, 35,

Fig.2 Illustrative example of BRA [27]

36]. Also, this introduction of objective measures created
the conditions for the development of new software and
the design of novel computer vision and machine learning
algorithms for the automatic aesthetic classification of
BCCT outcomes. This will be presented in the next Section,
with the description of the two computer-aided systems that
are present in the literature: BAT©, and BCCT.core.

2.2 Computer-aided aesthetic classification of BCCT
outcomes

2.2.1 Breast analysing tool - BAT(C)

Proposed by Fitzal et al. [16], BAT© considers the
Breast Symmetry Index (BSI), to assess the cosmetic
outcome of BCCT. This measure takes into account the
size differences between right and left breasts, producing
reproducible results. This system has proven to be capable
of differentiating between good and fair cosmetic outcomes
and has a high correlation with subjective votes from
experts. On the other hand, it is not able to differentiate
between excellent and good, or fair and poor cosmetic
outcomes and has a low correlation with the patients’ self-
evaluation. Fig. 3 shows the interface of BATO.

2.2.2 BCCT.core

Proposed by Cardoso and Cardoso [6], this tool was the
first one to perform automatic feature extraction from digital
photographs as a way of capturing some relevant factors
for the overall score. To properly do this, they focused on
asymmetry, colour differences and scar visibility features.
Also, to compute asymmetry features, there is the need
to mark specific keypoints in the image (sternal notch,
the scale mark, the nipples and left and right breasts
contours, adjusted with an active contour based on splines
with control points). Although it was possible to manually
mark these keypoints, the main goal has always been to
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Fig.3 BATO software interface, from [21]
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Fig.4 BCCT.core software interface, from [6]

do this labelling in a fully automated way, to overcome
the variability in the annotation process. Fig. 4 shows
the interface of BCCT.core software interface. A brief
description of the algorithms proposed in the literature to
automate the keypoint detection process is presented next.

Breast Contour Cardoso and Cardoso [5] were the first
ones to present an algorithm capable of automatically
detecting breast contours in digital photographs. To do
this, they compute the gradient of the image and model
it as a weighted graph based on pixel gradient, value and
position. Assuming that the two endpoints of the breast
contour are known, the problem is focused on finding the
shortest path between both endpoints that goes through the
breast contour. Later on, to help on this task, Sousa et al.
introduced the use of shape priors to facilitate the
process [32].

Endpoints Following the work on breast contour detection,
Cardoso et al. proposed a method for the automatic
detection of the endpoints [11]. This method assumes that

Fig.5 Image gradient, from [11]
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Fig.6 Shortest paths from the bottom to the middle

the photo only contains the torso of the patient, which
means that the external endpoint of the breast contour can
be assumed to be at the point of the body where the arm
contour intersects the trunk contour. However, in most of
the photographs, patients are in the arms-down position,
so the arm’s contour is almost indistinguishable from the
trunk’s contour. This means that the external endpoint of
the breast can be defined as the highest point of the breast
contour. Figures 5, 6,7, 8,9, 10, 11 to 12 present a graphical
sequence of the algorithm proposed by Cardoso et al.
in [11].

Nipples Breast surface is generally characterized as a fea-
tureless shape. So, the nipple should be the most prominent
feature on it. Taking this into account, Cardoso et al.
proposed a method [7] that uses a Harris corner descrip-
tor to detect possible nipple locations and then applies a
closed contour method to find areola contours around those

Fig.7 Shortest paths from the middle to the bottom
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Fig.8 Strong paths between middle and bottom

points (see Figs. 13 and 14). High-level features (Harris cor-
ner quality factor, the average magnitude of the directional
derivative of the contour, shape factor of the contour, equiv-
alent diameter of the contour) are extracted and the best
pair candidate/closed contour is selected by a support vector
machine (SVM) classifier trained on the extracted features.

2.3 Conclusions

Both BATO© and BCCT.core established the fundamental
use-cases for the development of computer-aided systems
for the aesthetic assessment of BCCT. However, these
applications still require information given by the user and
none of them has been considered the gold standard for this
task. Therefore, there is a need to study the applicability
of different algorithms on this task (e.g., deep learning),
especially if they could improve performance and be easily
integrated with other platforms [8].

Fig. 10 Strong paths between top and bottom

3 State-of-the-art keypoint detection
algorithms for the aesthetic evaluation
of BCCT

3.1 A deep keypoint detection algorithm

Recently, Silva et al. proposed a novel method [30] that uses
a deep neural network (DNN) for the keypoint detection
task, opening the possibility to follow an integrated learning
approach. Following the ideas of Cao et al. [4] and
Belagiannis et al. [2], Silva et al. proposed an architecture
that first learns how to regress heatmaps (which are obtained
by applying a Gaussian kernel to the keypoints) and,
after iterative tuning of this heatmap regression, it can
predict keypoint localization (see Fig. 15). To perform the
heatmap regression, the U-Net model [29] is used. Then,
to do the keypoint regression, the original images are
multiplied by the refined heatmaps (to improve the initial

Fig.9 Selected shortest paths

Fig. 11 The endpoints are the highest points of the shortest path

@ Springer



896

Health Technol. (2020) 10:891-903

Fig. 12 Automatic breast contour detection with the shortest path
algorithm

fuzzy localization of keypoints) and are fed to a keypoint
regression module composed of three blocks: VGG16 [31],
four convolutional layers and three dense layers. The entire
model is trained, using the iterative refinement of the
regression of heatmaps as a regularization term of the loss
function.

3.2 A hybrid keypoint detection algorithm

Silva et al. in their original work also proposed a hybrid
approach to the detection of keypoints (see Fig. 16). With
this hybrid approach, the endpoints and the nipples are
obtained with the use of the deep learning algorithm,
whereas the contour is detected with the conventional
shortest path algorithm presented in Section 2. The main
difference here is that the endpoints given as input to the
shortest path algorithm are obtained with the Deep Keypoint

Fig. 13 Nipple candidates detection [7]
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Fig. 14 Harris corner detection. [7]

Detection Algorithm, explained in the previous Subsection,
instead of being specified by the user. This hybrid algorithm
led to an improvement in the results.

3.3 Conclusions

The work of Silva et al. presented important contributions
towards the development of deep learning algorithms
capable of detecting keypoints in photographs of women’s
torso, after being subjected to BCCT. On the other hand, the
Hybrid Keypoint Detection Algorithm performed better on
the breast contour detection. However, it is not very efficient
because it models images as graphs based on gradients and
uses the shortest path algorithm to find the breast contour.
This procedure is very time-consuming when compared
with the inference process of a deep learning model. Also,
if one intends to integrate such algorithms into a web

Heatmap Regression and Refinement Keypoints Regression

Input
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Output 111
(Heatmap)

R —
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Output 2
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Fig. 15 Deep Keypoint Detection Algorithm, from [30]




Health Technol. (2020) 10:891-903

897

Input
(Image)
1

Deep Keypoint
Detection
Algorithm

Compute Model
Image Gradients Image as Graph
Detected Image
Endpoints

Shortest Path
Algorithm

Breast Contour
Coordinates

Fig. 16 Hybrid Keypoint Detection Algorithm, from [30]

application, it is of utmost importance that performance
measurements (e.g., loading time, execution time) are taken
into account when testing and designing novel methods.

4 A new approach to keypoint detection
for the aesthetic evaluation of BCCT

To overcome this dependence on the shortest path algorithm
(which guarantees the best results), we investigated other
deep learning approaches to detect the breast contour, in
particular, through image segmentation.

4.1 Medical image segmentation overview

Image segmentation is the task of dividing an image
into regions of interest (ROI), guaranteeing that every
pixel belonging to that ROI is similar in terms of
characteristics [19]. In fact, in medical applications, image
segmentation is one of the most important steps in an
application pipeline.

4.2 Deep image segmentation

Before the advent of deep learning and convolution neural
networks (CNN), traditional image segmentation would
rely on domain knowledge and on feature engineering
techniques to produce final results. Some well-known
techniques under this scope are thresholding, edge-based,
region-based, deformable models or graph cuts. Currently,
thanks to the high performance of CNNs in image-related
tasks (e.g., image classification) [31], the state-of-the-art
segmentation models are almost all based on deep learning.
The theory behind CNNs for image segmentation was
proposed by Long et al., who developed and implemented
a fully convolutional network (FCN), trained end-to-
end and/or pixel-to-pixel on semantic segmentation [22].
This architecture was established as the baseline for the
development of novel and improved ones, such as U-
Net, U-Net++, Global Convolutional Network (GCN) or
DeepLabV3+.

4.2.1 U-net

U-Net was proposed by Ronneberger et al. in 2015 for
biomedical image segmentation tasks [29]. It was built
on top of the FCN, with added successive layers with
pooling operators replaced by upsampling operators to the
baseline network to increase the resolution of the output.
Moreover, U-Net does not have fully connected layers and
its segmentation map only contains the pixels for which the
full context of the image is available in the input image.

4.2.2 U-net++

Published in 2018 by Zhou et al., U-Net++ is the result
of several modifications of the basic U-Net architecture
regarding the skip connections, which became nested and
dense. The intuition behind this approach is related to
the argument that the network would deal with an easier
learning task when the feature maps from the decoder and
encoder modules are semantically similar; in U-Net this
does not happen, since its skip connections are plain [40].

4.2.3GCN

Focusing on the two main problems of semantic segmen-
tation (classification and localization), Peng et al. designed
a novel FCN-based architecture, GCN, which was capa-
ble of addressing both problems: the localization task was
addressed by the fact that the network itself was fully con-
volutional, while the classification task was handled by
using large kernel size in the network architecture to enable
densely connections between feature maps and per-pixel
classifiers, leading, thus, to an enhancement in the ability
to handle different transformations [26]. They also intro-
duced a boundary refinement module that aims to improve
localization performance near object boundaries.

4.2.4 DeeplLabV3+

This network is the result of successive iterations on the
basic DeepLab architecture [12]. The entire work is based
on the use of of atrous convolution or dilated convolution,
which allows the computation of features at different
resolutions, without the need to learn extra parameters. This
prevents the use of consecutive pooling operations (typically
employed in CNNs) which make the network invariant
to local transformations (e.g., translations), an undesired
property in semantic segmentation tasks, where spatial
information is required. Besides, DeepLabV3+ introduced
an encoder-decoder module to refine segmentation results
and uses the Xception [13] model as the backbone for the
segmentation task.

@ Springer



898

Health Technol. (2020) 10:891-903

Contour
Detection
Algorithm

Deep Image
Segmentation
Model

I 1
(“:f;ze) Predicted Masks
Processing Step
Final Predicted
Keypoints

Fig. 17 Proposed approach for an Image Segmentation-Based
Keypoint Detection Algorithm

4.3 Segmentation for breast contour detection

The intuition behind this approach is that it is easier to detect
breast contours if one is capable to detect breasts first [18].
This can be seen as a problem of semantic segmentation,
where both breasts are considered the foreground and
the rest is considered the background of the image. The
main hypothesis is that if it is possible to perform the
segmentation of both breasts with high precision, one
could proceed to an algorithm of contour detection and
then accurately extract the keypoints related to the breast
contours. With segmentation, the goal is to learn a single
solution (i.e., one image corresponds to one mask). This
is important, because, if the DNN is capable of predicting
the correct mask, the set of points of the detected contour
will contain a subset of points that belong to the real breast
contour. On the other hand, with keypoint regression, there
is a higher degree of variability, where the DNN can predict
points that belong to the real breast contour and points that
do not, negatively influencing the algorithm performance.
Furthermore, when compared with the hybrid keypoint
detection algorithm, explained in Section 3, it would be
expected that this approach would bring improvements in
terms of results and performance, i.e., it would be faster than
the hybrid keypoint detection algorithm. Fig. 17 shows the
proposed pipeline for a keypoint detection algorithm based
deep image segmentation. A deep image segmentation
model, trained on our dataset, is used to generate the masks
and a contour detection algorithm finds all the keypoints that
correspond to the contours present in image masks. After a
post-processing step, the breast contour keypoints are then
extracted.

Fig. 18 Example images from
PORTO Dataset

@ Springer

5 Experimental settings
5.1 Dataset

The available dataset to perform experiments is the
aggregation of three different datasets: PORTO, with 120
images; TSIO, with 30 images; VIENNA, with 71 images.
For each image, there are 37 ground-truth keypoints (4
endpoints, 30 points along the breast contours, 2 nipples
and the sternal notch) resulting in a total of 74 coordinates.
It is important to refer that this dataset has some internal
variability: images from PORTO and TSIO datasets were
obtained in equivalent conditions, i.e., all those images
have a distinct and consistent background and do not
have many shadows nor artificial variations in colour,
while images from the VIENNA dataset have a noisy
and variable background and were acquired under poor
lighting conditions. Example images from these datasets are
illustrated in Figs. 18, 19 and 20.

5.2 5-fold cross-validation train/test split

All experiences were done taking into account 5-fold cross-
validation split into train and test sets. The train and
test indices for each fold were generated using scikit-
learn [3] and were saved for further use to guarantee that
the same data was being used in the same fold in different
experiments.

5.3 Silva et al. Deep Keypoint Detection Algorithm

The original Keras [14] implementation by Silva et al.
was used [30]. This training scheme also requires the
ground-truth heatmaps which were generated considering
a Gaussian kernel centred at each keypoint with a pre-
defined standard deviation. The model was trained during
300 epochs with Adadelta [39] as the optimizer. Regarding
data augmentation, translations, rotations and flips were
applied to all images, heatmaps and keypoints in an online
setting during training.
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Fig. 19 Example images from TSIO Dataset

5.4 Silva et al. hybrid keypoint detection algorithm

The Python implementation of the shortest path algorithm
by Silva et al. was used [30]. In this case, the predicted
endpoints from the model of the previous Subsection were
given as input to the shortest path algorithm.

5.5 Segmentation-based keypoint detection
algorithm

This new proposed approach combines image segmentation
and the model proposed by Silva et al. in a pipeline.
First of all, there was the need for training a deep image
segmentation model that could achieve good results in
breast segmentation. To train such model, it was necessary
to generate breast masks, which were obtained with the
support of the ground-truth keypoints and images: every
pixel inside the keypoints’ area was given the 255 value;
to the rest of the pixels was given the O value. Then,
images were normalized to have pixel values between
0 and 1.Taking into account previous results with other
models [18], for this experiment, it was decided to use
the U-Net++ architecture as the deep segmentation model.
The official Keras implementation by Zhou et al. !
was trained and fine-tuned (the model has an encoder
which is initialized with the ImageNet [15] weights)
during 300 epochs with Adadelta [39] as the optimizer;
during training, binary cross-entropy was selected as the
loss function. Regarding data augmentation, image and
mask translations, rotations and flips were employed in
an online fashion during training. The trained U-Net++
model was then used to generate segmentation masks.
From these masks, contours were extracted using the
marching squares algorithm (a special case of the marching
cubes algorithm [23]), implemented in scikit-image [37].
The intuition behind this contour detection step is that
the detected contours will contain the breast contour
keypoints, assuming that breast segmentation masks were
well generated. As such, this first step outputs a variable
number of contour keypoints, some of which are not desired,

ISee: https://github.com/MrGiovanni/UNetPlusPlus

Fig.20 Example images from VIENNA Dataset

because they do not belong to what is considered the breast
contour. As a post-processing step, the Silva et al. Deep
Keypoint Detection Algorithm’s predicted endpoints are
projected onto the mask contours through the minimization
of the Euclidean Distance between the mask contour
keypoint and the predicted keypoint. At the end of this
processing step, there are new 34 breast contour keypoints
plus the nipples and sternal notch which were predicted by
the Silva et al. Deep Keypoint Detection Algorithm (see
Fig. 21). Fig. 22 shows a chronological scheme of this
algorithm.

5.6 Study of algorithm performance

One of the main goals of this work was the study of
the performance of these algorithms (see Sections 5.3, 5.4
and 5.5) to assess which one would fit better into a web-
version of BCCT.core, capable of real-time interaction with
deep learning models. To perform this study, the execution
time of each algorithm on CPU (Intel® Core"™ i7-2600 CPU
@ 3.40GHz x 8) was measured on the test set of each
cross-validation fold.

6 Results and discussion

Table 1 presents the average error distance (measured
in pixels) and the average execution time (measured in
seconds) of each model inference on the test set. It can
be seen that the Segmentation-Based Keypoint Detection
Algorithm surpasses both Deep and Hybrid Keypoint
Detection Algorithms from Silva et al. in the endpoints
and breast contours detection tasks, which were, to our

Contour

Input [ l U-Net++ A
p U-Net++ X Detection
[ (Image) Predicted Masks Algorithm
Deep Keypoint n
Detection ]l;zedlsil:::ls ] [Detected Contours ]
Algorithm P

Processing Step

Final Predicted
Keypoints

Fig.21 A Novel Segmentation-Based Keypoint Detection Algorithm
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Fig.22 Chronological scheme
(from top to bottom) of the
proposed Segmentation-Based
Keypoint Detection Algorithm.
Each column represents a single
image. The first row is the
ground-truth image, the second
row is the ground-truth mask,
the third row is the U-Net++
predicted mask, the fourth row
is the set of all the detected
contour keypoints and the fifth
row is the set of breast keypoints
after the post-processing step
described in Subsection 5.5

knowledge, the state-of-the-art breast keypoint detection
algorithms. Moreover, this novel algorithm achieves lower
values of standard deviation and maximum error, which
suggests it is even more consistent when compared with
the other two. Regarding the study of performance, it can
be understood that the Deep Keypoint Detection achieves

@ Springer

better execution time, however, it has the highest error
for the breast contour. The Segmentation-Based Keypoint
Detection Algorithm presents the best balance between
time-efficiency and accuracy, being the most accurate
model, with a time efficiency comparable to the most
time-efficient method (Figs. 23, 24 and 25).
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Table 1 Average error distance for endpoints, breast contours and nipples, measured in pixels and average execution time of the models’ inferences
(on the test set of each cross-validation fold, that has approximately 43 to 45 images). Best results are highlighted in bold. Note: STD stands for
standard deviation and Max stands for maximum error

Model Endpoints Breast Contours Nipples Execution Time (s)

Mean STD Max Mean STD Max Mean STD Max

Silva et al. Deep Keypoint Detection Algorithm 40 33 182 21 8 72 70 39 218 150
Silva et al. Hybrid Keypoint Detection Algorithm 40 33 182 13 14 104 70 39 218 1704
Segmentation-Based Keypoint Detection Algorithm 38 34 195 11 5 34 70 39 218 280

Fig.23 Example predictions
from Silva et al. Deep Keypoint
Detection Algorithm. Prediction
is in blue and ground-truth is in
red

Fig.24 Example predictions from Silva et al. Hybrid Keypoint Detection Algorithm. Prediction is in blue and ground-truth is in red

Fig.25 Example predictions
from Segmentation-Based
Keypoint Detection Algorithm.
Prediction is in blue and
ground-truth is in red

@ Springer
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7 Conclusions and future work

This work presented a novel algorithm based on the
interaction of two deep learning models (a segmentation
model, and a keypoint detection model) that can surpass
the state-of-the-art algorithms present in the literature.
Furthermore, a comparative study regarding algorithms
performance has been done to assess which one would fit
better a web-based application for the aesthetic assessment
of BCCT. Our proposed model revealed itself as the best
in terms of executing time, while being very competitive
in terms of keypoint prediction. As future work, the next
step will be to improve results on nipples detection task and
to modify this novel segmentation-based keypoint detection
algorithm by integrating all the tasks of its pipeline in a
unique DNN with a combined loss function. The integration
and full deployment of this algorithm in a web-application
are also planned.
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