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It spends as much time in hard-to-segment regions as it does in easy-to-segment regions where there is nothing of relevance;

The boundary between patches is a problem and must be dealt with in a special way.

A common practice for segmentation of high-resolution images is

splitting the image into patches and processing each patch separately.

Such approach has two problems:

Motivation

It spends as much time in hard-to-segment regions as it does in

easy-to-segment regions, where there is nothing of relevance;

The boundary between patches is a problem and must be dealt

with in a special way.
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Figure 1. Two-stage segmentation.

Proposed Method

STAGE 1 (S1): Segmentation of a low-resolution version of the image by a

first neural network.

STAGE 2 (S2): Based on the probabilities produced by the neural network

from S1, identify poorly segmented image patches and use a second neural

network to refine those patches.

Patch Selection Criteria: 𝑁𝑝 patches with lowest 𝑚𝑒𝑎𝑛 − 0,5 .

Training:

• U-Net #1 (S1): Images were resized to (1/8 + 5%) ∙ ℎ𝑖𝑠𝑖𝑧𝑒 , followed by

a random cropping of dimensions corresponding to 1/8 ∙ ℎ𝑖𝑠𝑖𝑧𝑒. Trained

for 200 epochs.

• U-Net #2 (S2): Images were resized to ℎ𝑖𝑠𝑖𝑧𝑒 in both dimensions, with a

random crop to a square of length ( Τ1 𝑁𝑝) ∙ ℎ𝑖𝑠𝑖𝑧𝑒. Trained for 1000

epochs.

• Baseline (BL): Traditional approach consisting of the same U-Net

architecture using the original images as input.

Loss Function: ℒ(𝑦, ො𝑦) = ℒ𝑓 (𝑦, ො𝑦) + (1 − 𝐷(𝑦, ො𝑦)), where ℒ𝑓 is the focal

loss.

Implementation

Table 1. Datasets for semantic segmentation.

Conclusion and Future Work

• Our method showed overall similar Dice coefficients to the baseline while saving up between 50% and 80% of the total number of operations.

• For future work, the choice of patches could be improved using a more fine-grained sliding window instead of a contiguous sliding window.
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Related Work

• There are works that focus on improving training and/or inference

time, typically by working with multiple scales, but not on

segmentation tasks [1].

• For example, due to computational constraints, Google AI performs

alpha matting on mobile devices by a two-stage process whereby a

neural network performs an initial step and a secondary network is

used only on any areas that might require further work [2].
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Figure 3. Results for an image from the KITTI dataset.

• Dice Coefficient: Typical noticeable gain between S1 and S2. Increasing the

number of patches 𝑁𝑝 either results in a plateau or reduced performance.

• FLOPS: Increasing the number of patches, the number of operations

reduces because, while S1 is the same, S2 operates with smaller patches.

In all cases, our method requires fewer operations than the baseline.

Figure 2. Overall results for the method.
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